
EU Commission proposes AI Liability Directive

Damage caused by AI:  
Practitioners’ liability
The European Commission published its “Proposal for a Directive on adapting non-contractual civil liability rules to arti-

ficial intelligence (AI Liability Directive)” 2022/0303/COD on 28 September 2022. It includes liability rules for damage 

caused by AI.

The proposal should be seen in the con-
text of the “Proposal for a Regulation lay-
ing down harmonised rules on artificial 
intelligence (Artificial Intelligence Act)” 
through which the EU intends to take  
an international lead with regard to ho-
listic regulation of AI. Against the back-
ground of the growing use of AI in med-
icine, this article, in addition to describing 
the planned regulations, addresses the 
resulting liability consequences for den-
tists/physicians who use AI systems in the 
context of their treatments in particular.

I. Proposal for a Directive  
on AI liability

1. Background and objectives
Under current law, there are no liability 

regimes in the member states that explic-
itly cover damage caused by AI systems. 

Rather, all liability regimes refer to dam-
age caused by human action or omission.

 The Commission states in the explana-
tory memorandum to the proposal that, 
in particular, the existing fault-based lia-
bility rules are inappropriate for handling 
liability claims for damage caused by AI- 
enabled products and services, and notes 
that it is currently difficult for companies 
to predict how the existing liability rules 
will be applied by the courts. Assessing 
and insuring one’s own liability risks is 
therefore currently an almost impossible 
task for providers and users of AI sys-
tems. It is therefore no surprise that lia- 
bility is one of the top three obstacles to 
the use of AI by European companies and 
thus represents a real obstacle to innova-
tion.

On the other hand, potential victims of 
AI-related damage, especially against the 

background of the so-called “black box” 
effect, are currently faced with the prob-
lem of having to prove fault and causality 
in liability proceedings.

Taking into account these diverging in-
terests, the European Commission intends 
its proposal for an AI Liability Directive to 
achieve the following objectives:

• Promotion of the rollout of trustworthy 
AI to harvest its full benefits for the in-
ternal market

• Equivalent protection for victims of dam-
age caused by AI as for victims of dam-
age caused by products in general

• Reduction of legal uncertainty of com-
panies developing or using AI regarding 
their potential exposure to liability

• Prevention of the emergence of frag-
mented AI-specific adaptations of na-
tional civil liability laws.
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2. Regulatory content
The published proposal was originally 

based on three policy options, which the 
Commission compared in a multi-criteria 
analysis, taking into account their effec-
tiveness, effi ciency, coherence and pro-
portionality.

Policy option 1 provided “three meas-
ures to ease the burden of proof for vic-
tims seeking to prove their liability claims.” 
Policy option 2 went beyond option 1 by 
providing for “harmonising strict liability 
rules for AI use cases with a particular risk 
profi le, coupled with mandatory insur-
ance” in addition to the measures in op-
tion 1.

Ultimately, the phased approach of op-
tion 3 was chosen, combining the fi rst 
two options. This option now provides 
that measures to ease the burden of 
proof for victims seeking to prove their 
liability claims will be introduced fi rst 
(option 1). After fi ve years, a review of 
the impact of the measures on the achieve-
ment of the objectives pursued by the 
directive is then to be carried out (Arti-
cle 5). If, in the opinion of the European 
Commission, these objectives are not 
achieved, the additional measures of op-
tion 2, i.e. the introduction of strict lia-
bility and compulsory insurance, are to
be implemented in a further step if nec-
essary.

Thus, the proposed directive in its cur-
rent version does not defi ne any separate 
liability claims. Instead, it contents itself 
with regulations on the disclosure of evi-
dence as well as presumptions of fault and 
causality in order to make it easier for the 
(potential) claimant to provide evidence 
when asserting a claim for damages un-
der national law.

Due to the extensive scope of the pro-
posed directive, only the most important 
regulations will be presented below.

Pursuant to Article 1 (2), the proposed di-
rective claims to apply to non-contractual 
fault-based civil law claims for damages 
in respect of harm caused by an AI system. 
Thus, neither contractual nor strict liabil-
ity claims for damages nor, for example, 
criminal liability are covered. In addition, 
the damage must have been caused di-
rectly by an AI system or its output.

Article 3 (1) provides for a claim for in-
formation by the (potential) claimant, in 
particular against the provider or the user, 
for disclosure of relevant evidence con-
cerning a specifi c high-risk AI system sus-
pected of having caused damage.

The consequences of refusal to disclose 
the evidence are far-reaching.

Thus, according to Article 3 (5), breach 
of the duty of care and thus a fault of the 
provider or user is automatically (rebut-
tably) presumed. However, this breach of 

the duty of care (which may be presumed 
pursuant to Article 3 [5]) is also the fi rst 

prerequisite for the (rebuttable) pre-
sumption of causality between the fault 
(= breach of the duty of care) of the pro-
vider/user and the output of the AI sys-
tem as per Article 4 (1), so that the non-
disclosure of the evidence triggers or at 
least favours a chain reaction of legal con-
sequences. Further requirements for the 
presumption of causality of Article 4 in-
clude that the fault has infl uenced the AI 
result or its absence as well as the causal-
ity (to be proven by the claimant) between 
the output of the AI system and the dam-
age.

The breach of the duty of care required 
for the presumption of causality under 
Article 4 (1) is specifi ed in paragraphs 2 
and 3 for providers and users of high-risk 

AI systems by establishing a link to the
obligations of these addressees under the 
planned Artifi cial Intelligence Act.

 Accordingly, in accordance with Arti-
cle 4 (3), users must fulfi l their obligation 
to use or monitor the AI system in accord-
ance with the attached instructions for 
use or, if necessary, to suspend or inter-
rupt its use (according to Article 29 of the 
AI Act) and/or apply to the AI system only 
input data that are subject to their con-
trol and that correspond to the intended 
purpose of the system [according to Arti-
cle 29 (3) of the Artifi cial Intelligence Act]. 
In this way, the proposed directive cre-
ates incentives to comply with the due 
diligence obligations provided for in the 
Artifi cial Intelligence Act.

II. Implications for the dental 
and medical professions

So what are the specifi c consequences 
of the proposed directive for practition-
ers who use AI systems in the course of 
treatment?

The good news fi rst: The proposed 
directive in its current version does not 
(yet) provide for strict liability regardless 
of fault, so that damage caused by an AI 
system does not automatically lead to 
liability on the part of the practitioner. In 
addition, liability continues to be gov-
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erned, in principle, by the national law of 
the respective member state.

Nevertheless, practitioners may in prin-
ciple be covered by the scope of the 
planned directive, with the result that 
potentially injured patients may demand 
the disclosure of evidence in order to be 
able to substantiate a claim for damages. 
Furthermore, the above-mentioned pre-
sumptions of fault and causality may ap-
ply, which the practitioner can and must 
refute to avoid being exposed to a claim 
for damages.

The primary addressees of the pro-
posed directive are providers and users 
of high-risk AI systems. Article 2 (3) of 
the proposed directive refers to Article 3 
(4) of the Artifi cial Intelligence Act for the 
defi nition of “user”. Here, the term “user” 
means “any natural or legal person, pub-
lic authority, agency or other body using 
an AI system under its authority, except 
where the AI system is used in the course 
of a personal non-professional activity.” 
Physicians, but also hospitals, are thus to 
be regarded as users within the meaning 
of the proposed directive. Also, with re-
gard to the defi nition of high-risk AI sys-
tems, Article 2 (2) of the proposed direc-
tive refers to Article 6 of the Artifi cial 
Intelligence Law, which contains the re-
quirements for classifying AI systems as 
high-risk. This Article refers to Annex II 
of the Artifi cial Intelligence Act, whose 
No. 11 in turn refers to Regulation (EU) 
2017/745 of 5 April 2017 concerning med-
ical devices. Accordingly, AI medical de-
vices are likely to be classifi ed as high-risk 
AI systems within the meaning of the 
proposed directive.

However, this fundamental applicability 
of the directive to dental/medical treat-
ments using AI medical devices is subject 
to a signifi cant restriction in Article 1 (2) 

and Article 2 No. 5, in that it is a pre-
requisite that the relevant harm must be 
caused by the AI system. Recital 15 of the 
proposed directive specifi es that “there 
is no need to cover liability claims when 
the damage is caused by a human assess-
ment followed by a human act or omis-
sion, while the AI system only provided 
information or advice which was taken 

into account by the relevant human ac-
tor. In the latter case, it is possible to trace 
back the damage to a human act or 
omission [...], and thereby establishing 
causality is not more diffi cult than in sit-
uations where an AI system is not in-
volved.”

 If the AI system only provides the prac-
titioner with information regarding a pos-
sible diagnosis/treatment, on which the 
practitioner still has to make an inde-
pendent decision, the directive does not 
apply. Since there are hardly any AI med-
ical devices in use at present that could 
directly cause harm, the signifi cance of 
the guideline for the dental/medical pro-
fessions would be quite low, at least at 
present.

However, even in the case of future use 
of AI-capable medical devices that di-
rectly cause damage, at least the pre-
sumption of causality in Article 4 (1) is un-
likely to be of decisive importance, since 
the user’s duties of care are not as exten-
sive as those of the provider. Thus, prac-
titioners who use an AI system in accord-
ance with its instructions for use and only 
provide it with data in accordance with 
the system’s intended purpose will largely 
escape liability due to the lack of a breach 
of the duty of care (cf. Article 4 [3]).

III. Conclusion

In conclusion, the proposed directive 
on AI liability in its current version does 
not imply any groundbreaking changes 
for the practitioners’ liability, as no new 
liability claims are defi ned. Rather the
proposal is concerned with alleviating the 
burden of proof for potential claimants, 
who are invariably likely to face (eviden-
tiary) diffi culties when attempting to en-
force a claim for damages, given the lack 
of transparency of AI systems. To remedy 
the problem, the draft provides for a right 
to information and presumptions of fault 
and causation against the user of a high-
risk AI system. A dental/medical practi-
tioner may therefore well become an ad-
dressee. However, a prerequisite would 
be that the damage was directly caused 
by an autonomous AI result or its absence. 

However, at present AI medical devices 
hardly cause any direct damage; rather, 
practitioners would regularly make deci-
sions on their own responsibility based 
on the output of an AI, so there is little 
change for the time being in terms of the 
practitioner’s liability for any breach of 
duty of care. In this way, the situation is 
comparable to the use of classic medical 
devices.

The outcome of the planned review of 

the effectiveness of the directive fi ve
years after its introduction will be eagerly 
awaited. Failure to achieve the objectives 
of the directive (in particular when it comes
to closing liability gaps) could result in 
strict liability for operators of AI systems, 
which would of course have far-reaching 
consequences for the dental and medical 
professions. Even though the directive will 
probably not be transposed into national 
law in the member states until 2026 at 
the earliest (cf. Article 7 [1]), it is advisable 
to keep a critical eye on the legislative 
process.
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